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Abstract

Background: The Memory Performance Index (MPI) quantifies the pattern of recalled and nonre-called words of the Consortium to Establish a Registry for Alzheimer’s Disease Wordlist (CWL) onto a 0 to 100 scale and distinguishes normal from mild cognitive impairment with 96% to 97% accuracy.

Methods: In group A, 121,481 independently living individuals, 18 to 106 years old, were assessed with the CWL and classified as cognitively impaired (N = 5,971) or normal (N = 115,510). The MPI and CWL immediate free recall (IFR), delayed free recall (DFR), and total free recall (TFR) scores (the outcome measures) were each regressed against predictors of age, gender, race, education, test administration method (in-person or telephone), and wordlist used. Predictor effect sizes (Cohen’s $f^2$) were computed for each outcome. In addition, CWL plus Functional Assessment Staging Tests (FAST) were administered to 441 normal to moderately severely demented (FAST stages 1 to 6) patients (group B). Median MPI scores were tested for significant differences across FAST stage.

Results: For group A, the variance explained by all predictors combined was MPI = 55.0%, IFR = 24.9%, DFR = 23.4%, and TFR = 26.9%. The age effect size on MPI score was large, but it was small on IFR, DFR, and TFR. The other predictors all had negligible (<0.02) or small effect sizes (0.02 to 0.15). For group B, median MPI scores progressively declined across all FAST stages ($P < .0002$).

Conclusions: MPI score progressively declines with increasing dementia severity. Also, MPI score explains 2 to 3 times more variance than total scores, which improves ability to detect treatment effects.
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1. Introduction

1.1. Consortium to Establish a Registry for Alzheimer’s Disease Wordlist Recall Test

The Consortium to Establish a Registry for Alzheimer’s Disease (CERAD) Wordlist Recall Test (CWL) is a standardized, well-validated assessment of immediate free recall (IFR) and delayed free recall (DFR) developed in the 1980s by the National Institute of Aging Alzheimer’s Disease Centers [1,2]. The traditional scoring uses a cutoff score based on the number of words recalled during the three learning trials or during the DFR trial, for which adjustment might or might not be made to account for the age of the subject. A study of community-based versus university subject samples showed that normal aging subjects recalled a mean of 19.5 ± 5.0 to 21.4 ± 4.4 words during the three CWL learning trials and recalled a mean of 6.0 ± 2.8 to 7.5 ± 2.0 words on DFR [3]. One of the few studies that included CWL cutoff scores for patients with mild cognitive impairment (MCI) was one involving the Finnish version of the CERAD neuropsychological test battery [4]. In that study, the CERAD battery was administered to patients with normal aging, amnestic MCI (aMCI), and mild dementia caused by Alzheimer’s disease (AD). The authors found that the CWL test gave the best discrimination for these patient groups and reported optimal cutoff scores for the sum of the three learning trials (16/30) and for DFR trial (6/10), which gave respective sensitivities of 0.33 and 0.33 for aMCI and of 0.6 and 0.86 for mild AD.
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dementia, with specificities of 0.93 and 1.0 for normal aging. The authors suggested increasing the number of list words or the time between learning and DFR to further improve detection of aMCI cases.

1.2. Improving the CWL scoring with recall pattern analyses

An alternative way to improve detection of MCI is to use more of the available information in the CWL test. When one considers that there are at least 1 trillion possible patterns for recalling 10 words across four trials, the reliance on total scores for learning and DFR ignores almost all of the available information.

We have previously introduced a mathematical algorithm that measures the pattern of both recalled and nonrecalled words across the four CWL trials and classifies the pattern as cognitively normal or impaired on the basis of a cut point that characterizes sensitivity and specificity levels appropriate to the requirements of the clinical setting [5]. On the basis of nonparametric receiver operating characteristic curve determination of overall accuracy, this algorithm discriminates normal aging from MCI by 96% to 97% and discriminates normal aging from mild dementia with 99% accuracy [5–7]. The inter-rater reliability was 0.83, and the diagnostic validity for patients in Functional Assessment Staging Tests (FAST) stages 1 to 4 has a kappa value of 0.92 ± 0.09 [6].

The algorithm’s parameters were originally derived from an analysis of a sample of 471 well-characterized subjects who had no cognitive or functional impairment, had MCI, or had mild dementia [5]. For the majority of the impaired subjects, underlying causes included AD, Lewy body disease, frontotemporal lobe disease, and cerebrovascular disease. A small number of subjects had other dementing disorders.

The score produced by this algorithm measures characteristics that are not captured by total scores of the numbers of correctly recalled words [5]. These characteristics include differential effects on recall difficulty as a function of (1) a word’s position in the learning list, (2) the number of times a subject has been exposed to the word, (3) the delay between learning the list and recalling its words, and (4) the patterns of recall across the learning and testing trials that are unique to persons with no cognitive impairment, MCI, or mild dementia. In addition, the algorithm’s score also measures the effect of not recalling a word in a given trial. This effect is also influenced by word position, frequency of exposure, and delay between exposure and recall.

For example, Fig. 1 in our previous publication [5] shows that the first (w1) and seventh to tenth words (w7 to w10) in the learning list are easier to recall than words second to sixth (w2 to w6), which is consistent with well-known effects of primacy and recency. Also, for a given list word such as actor, immediate recall is hard on trial 1, easier on trial 2, easiest on trial 3, and then is hardest after a several minute delay. Consider a real example of similarly aged subjects who recalled 6 of 10 on IFR trial 3 and 4 of 10 on DFR trial 4. The aforementioned algorithm classified one subject as impaired and the other as normal. The orders in which they recalled list words w1 to w10 on trial 4 were the following:

<table>
<thead>
<tr>
<th>w1</th>
<th>w2</th>
<th>w3</th>
<th>w4</th>
<th>w5</th>
<th>w6</th>
<th>w7</th>
<th>w8</th>
<th>w9</th>
<th>w10</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>Impaired</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Normal</td>
</tr>
</tbody>
</table>

In spite of identical recall totals on trials 3 and 4, the patterns of recall for the normal and impaired subjects differed, with the impaired subject recalling the most recently exposed words from the end of the list and the normal subject recalling words more closely to the order in which they were presented. Howard and Kahana [8] have shown that recall order approximates the order of presented stimuli when the stimuli cannot be easily associated. This low associability among words is the case for the wordlists used in the CWL and in the MCI Screen (MCIS), a web-based implementation of the CWL that uses the aforementioned scoring algorithm.

1.3. Quantifying wordlist recall pattern

Although a classification of the pattern of recalled and not recalled words is useful to discriminate between healthy subjects and those with some underlying cause of progressive memory loss, a quantification of such a pattern offers a more useful and intuitive understanding of overall memory function and might provide more precise measurement of longitudinal change.

The present article presents the Memory Performance Index (MPI), a scale from 0 to 100 with cut point centered at 50, which quantifies a subject’s pattern of recalled and not recalled words. Through a monotonic transformation, the MPI scale provides a more useful interpretation of the results produced by the CWL scoring algorithm. The present article also analyzed the amount of variance of the MPI score and of the total numbers of words correctly recalled immediately or after a delay that can be accounted for by typical sources of variability such as age, gender, race, education, test administration method, and test stimuli. For this purpose, a sample of 121,481 long-term care (LTC) insurance applicants aged 18 to 106 years old were analyzed. Finally, the relation between MPI score and dementia severity was analyzed by using a well-characterized clinical sample of 441 cognitively normal to moderately severely demented patients.

2. Methods

2.1. Development of the MPI

The MCIS is a web-based assessment tool that guides examiners to reliably administer the CWL test plus additional measures of executive function [6]. The CWL scoring algorithm has been adopted as a cognitive measure in academic, clinical, disease management, and insurance settings.
The CWL scoring algorithm [5] uses correspondence analysis [9], a technique that creates weighted scores from the subject’s full CWL performance profile, which consists of the pattern of recalled and not recalled words across four trials. The methods by which the CWL scoring algorithm was derived are fully described elsewhere [5]. Correspondence analysis produces an optimally weighted combination of values, which are then used in a logistic regression to predict each subject’s probability of cognitive impairment.

The value derived from the logistic regression (the logistic regression score) represents a subject’s full CWL performance profile as a single value that has an unwieldy range from a negative number to a positive number that is hard to work with. Therefore, the logistic regression score was translated onto a scale, the MPI, of 0 to 100, with 50 making the cut point between impaired (<50) and normal (>50). The MPI scale is constructed as follows:

1. Define the MPI scale to range from 0 to 100, with cut point separating normal from cognitively impaired centered at 50.
2. Transform the 99% confidence interval (CI) of the logistic regression score cut point onto the MPI scale.
3. Transform the logistic regression scores that fall into the cognitively impaired range to have MPI scores between 0 and the lower limit of the 99% CI of the MPI scale cut point.
4. Transform the logistic regression scores that fall into the normal range to have MPI scores between the upper limit of the 99% CI of the MPI scale cut point and 100.
5. Transform the logistic regression scores that fall within the 99% CI of the cut point to fall within the 99% CI of the MPI cut point and classify these cases as borderline.

Figure 2 summarizes the formulae for the 99% CI of the MPI cut point and for computing a given subject’s MPI score from their logistic regression score.

2.2. Measurement characteristics of the MPI

To characterize memory performance variability in normal aging, cognitive impairment, and differing levels of dementia severity, covariates (predictor variables) were identified and tested for their influence on the outcome variables of MPI score and of total scores of the numbers of correctly recalled words during IFR and DFR trials. Two different data samples, groups A and B, were used to characterize memory performance variability.

2.2.1. Outcome and predictor variables

The outcome variables were the MPI score and the numbers of correctly recalled words during three IFR trials, the one DFR trial, and all four trials combined (TFR).

Potential predictors accounting for variability in these outcome measures were age, gender, race, education, test administration method (in-person versus telephone), and wordlist used to test a subject. Cubic and linear spline analyses (Stata 10.0, mkspline; Stata Corporation, College Station, TX) were used to create ordinal variables for age and education without losing explanatory power on the outcome variables. The optimal age groups identified were 18 to 51, >51 to 65, >65 to 77, and >77 years. The optimal education levels identified were 0 to 12, >12 to 16, and >16 years of education.

2.3. Data sample: Group A

The first sample (group A) consisted of an initial cohort of 125,238 LTC insurance applicants aged 18 to 106 years who were all living independently in the community. The initial assessment consisted of applicant interview to identify risk factors for AD and related disorders (ADRD), impaired instrumental or basic activities of daily living, behavioral problems, use of a cholinesterase inhibitor, memantine, antipsychotic, or antidepressant medication, prior diagnosis of dementia, cognitive impairment, ADRD, cerebrovascular disease, cardiovascular disease, cancer, depression, bipolar disorder, psychosis, schizophrenia, and other psychiatric disorders. Because this assessment is required before issuing an LTC policy, no applicants refused. In cases in which there was either a high risk or a suspicion of a high risk for ADRD, medical records were also reviewed. Three thousand seven hundred fifty-seven (3%) applicants were deemed to have high risk for cognitive impairment, functional impairment, or dementia and were excluded from further assessment. The criteria for exclusion depended on risk factors noted above. The remaining 121,481 applicants were tested with the MCIS. When an applicant took the MCIS more than once, we only used the initial MCIS result to avoid test-retest bias. Figure 1 shows the sample selection process for group A.

2.4. Classification of normal versus cognitive impairment

The CWL scoring algorithm has an overall classification accuracy (area under the receiver operating characteristic [ROC] curve) of 96% to 97% for discriminating between cognitively normal aging and progressively declining MCI in three independent studies of a total of 492 subjects evaluated in primary care and specialty settings in the United States and Japan [5–7]. We used a cut point on the ROC curve corresponding to a sensitivity of 96% for impaired and a specificity of 88% for normal to select cognitively normal cases for additional analysis to minimize biasing normally classified subjects with those classified as impaired. Of the 121,481 applicants assessed, 115,510 were classified as normal with the specified cut point criteria.

2.5. Group A sample characteristics

Table 1 shows the age group distributions of cases for each predictor variable (gender, race, education level, test method, and wordlist). We computed the Cramer’s phi (φc) statistic...
for each category of a predictor variable within each of the four age groups as well as for all ages combined. Cramer’s $\phi_c$ measures the effect size of each cell in terms of its $\chi^2$ value normalized by the total sample size ($N$) of each predictor variable and by its number of categories ($k$) [10]. Cells with effect sizes that are medium (0.15 to 0.35) or large (>0.35) have superscripts of $m$ and $l$, respectively. The formula for Cramer’s phi ($\phi_c$) is the following:

$$\phi_c = \sqrt{\frac{\chi^2}{N(k-1)}}$$

2.6. Data sample: Group B

The other sample (group B) consisted of 441 patients evaluated for ADRD at a primary care setting with special interest in ADRD (N = 138) or a dementia specialty clinic (N = 303). The primary care data were originally collected as part of the Hancock County Aging Project in Ellsworth, Maine. Further details of the sample description are discussed elsewhere [6]. The dementia data samples were collected at the Shankle Clinic in Irvine, California, which specializes in ADRD. All patients had a standardized diagnostic assessment. Laboratory studies included those relevant to identifying dementing disorders (B12, folate, homocysteine, thyroid-stimulating hormone, free thyroxine, erythrocyte sedimentation rate, antinuclear antibody titer, complete blood count with differential, chemistry panel, and apolipoprotein E genotype). Brain imaging consisted of magnetic resonance imaging and, when indicated, a fluorodeoxyglucose positron emission tomography scan. Medical, family, and lifestyle history relevant to ADRD differential diagnosis was carefully reviewed. These data were then used to diagnose AD versus non-AD etiologies in conformance with National Institute of Neurological and Communicative Diseases and Stroke/Alzheimer’s Disease and Related Disorders Association diagnostic criteria [11–13]. The data for the 138 primary care clinic cases were reviewed, and the ADRD diagnoses were confirmed by the Shankle Clinic neurologist to improve ADRD diagnostic accuracy and reliability.

Each patient was reassessed every 3 to 6 months. The following measures were collected at each reassessment: (1) cognition by using the MCIS plus several measures of executive function (subtests of the Delis Kaplan battery, CERAD Trails tests, and CERAD letter fluency); (2) dementia severity and functional capacity by using the FAST [14,15]; (3) review and adjustment of medications; (4) review of medical problems; and (5) review of ADRD-related comorbidities. There was a total of 2,416 reassessments for the 441 patients, who were followed for up to 5 years. These patients ranged from cognitively normal to moderately severely demented (Table 2).

2.7. Sample characteristics

Table 2 characterizes the group B sample by FAST stage. Effect sizes for MPI score, age, and years of education were computed by using Hedges’ $g$ statistic [16], and those for female gender were computed as odds ratios. For all effect size measures, FAST stages 2 to 6 were compared with FAST stage 1 (a normal aging sample). Hedges’ $g$ statistic is the following:

$$g = \frac{(\bar{x}_1 - \bar{x}_2)}{\sqrt{\frac{1}{n_1 - 1} \sum (x_1 - \bar{x}_1)^2 + \frac{1}{n_2 - 1} \sum (x_2 - \bar{x}_2)^2}} \times \left(1 - \frac{3}{4(n_1 + n_2 - 2)}\right)$$

2.8. Measuring the magnitude of effect of each predictor on the outcome measures

The entire group A sample was examined to measure the variability in the scores of the outcome measures that could be accounted for by the predictor variables, which are defined below.

2.8.1. Outcome and predictor variables

The outcome measures were the MPI score, IFR, DFR, and TFR. The predictor variables examined were age group, race (white, Asian, Hispanic, black, and Native [Pacific Islander/American Indian/other native group]), gender, educational level, test method (in-person, telephone), and wordlist used.

2.9. Proportion of variance explained and predictor effect size

To examine the proportion of each outcome measure’s variance explained by the full set of predictor variables, we analyzed the entire group A sample of cognitively normal and impaired subjects (N = 121,481), as well as the sample of those classified as cognitively normal (N = 115,510). The predictor, race, was not a required datum and was often omitted and had a smaller sample size of 8,033 subjects. Stepwise regression (Stata 10.0, sw regress; Stata Corporation) of the full set of predictors against each outcome measure removed no predictors. For each outcome measure, multiple linear regression (Stata 10.0 regress; Stata Corporation) was used to determine the proportion of variance explained by the full set of predictor variables.

To graphically display differences in the proportion of variance explained for the four outcome measures, we performed a piecewise linear regression of the four age groups listed in Table 1 on each outcome (N = 121,481). The 95% confidence
bands were then computed and plotted with four piecewise linear regressions and the age distribution of the data for each outcome measure (Stata10.0 scatter lfit; Stata Corporation). The resulting graphs are shown in Fig. 3.

To measure the magnitude of a given predictor’s effect, we first regressed each outcome measure against all predictors and then repeated the regression with the target predictor removed. The predictor, test method, was systematically biased in favor of telephone testing for younger subjects and in-person testing for older subjects (Table 1). We controlled for this bias by randomly sampling 330 subjects within each combination of age group and test method (330 was approximately one third of

To illustrate the computation of the MPI score and scale, assume that optimal CWL scores for impaired individuals are less than those for normal individuals. Let:

\[ X_{\text{min}} = \text{the theoretical minimum possible optimal CWL score} \]
\[ X_{\text{max}} = \text{the theoretical maximum possible optimal CWL score} \]
\[ X_c = \text{the optimal CWL score cut-point separating normal from cognitive impairment} \]
\[ X_{99} = \text{the lower limit of the 99% confidence interval (CI) of the optimal CWL score cut-point separating normal from impaired individuals.} \]
\[ X_{999} = \text{the upper limit of the 99% CI of the optimal CWL score cut-point separating normal from impaired individuals.} \]
\[ Y_{\text{min}} = 0, \text{the theoretical minimum possible MPI score} \]
\[ Y_{\text{max}} = 100, \text{the theoretical maximum possible MPI score} \]
\[ Y_c = 50, \text{the pre-defined MPI score cut-point separating normal from cognitive impairment} \]
\[ Y_{99} = \text{the lower limit of the 99% CI of the MPI score cut-point} \]
\[ Y_{999} = \text{the upper limit of the 99% CI of the MPI score cut-point} \]

The lower and upper limits of the 99% CI of the MPI cut-point are therefore:

\[ Y_{99} = 50 - 100 \times \frac{(X_c - X_{99})}{X_{\text{max}} - X_{\text{min}}} \]
\[ Y_{999} = 50 + 100 \times \frac{(X_{999} - X_c)}{X_{\text{max}} - X_{\text{min}}} \]

The following formula transforms an individual’s optimal CWL score, \( X_i \), to their MPI score, \( Y_i \):

If \( X_i \) is normal: \( Y_i = Y_{99} + (Y_{\text{max}} - Y_{99}) \times \frac{(X_i - X_{99})}{(X_{\text{max}} - X_{99})} \)

If \( X_i \) is impaired: \( Y_i = Y_{99} \times \frac{(X_i - X_{99})}{(X_{999} - X_{\text{min}})} \)

If \( X_i \) is borderline: \( Y_i = Y_c + \frac{100 \times (X_i - X_c)}{(X_{\text{max}} - X_{\text{min}})} \)

Fig. 2. Method for transforming the logistic regression scale and score into the MPI scale and score. The first two equations define the 99% CI for the MPI cut point centered at 50. The remaining equations define the logistic regression score transformation to the MPI score for a given subject, depending on their cognitive classification.
the smallest number of subjects tested by either method in any age group). We used bootstrap random sampling with replacement, repeated 100 times, to obtain estimates of the effect size for the predictor, test method (Stata 10.0, bootstrap).

Cohen’s $\hat{f}^2$ was used to measure the predictor’s effect size in explaining the variance of each outcome measure. Cohen’s $\hat{f}^2$ expresses the variance explained by the predictor in terms of the total variance not explained by the full set of predictors [10]. The formula for Cohen’s $\hat{f}^2$ is the following:

$$\hat{f}^2 = \frac{(R^2_{AB} - R^2_A)}{1 - R^2_{AB}}.$$  

where $R^2_{AB}$ is the proportion of variance explained by the full set of predictors, and $R^2_A$ is the proportion explained after removing the predictor whose effect size one wishes to measure. $\hat{f}^2$ effect sizes of 0.02, 0.15, and 0.35 are considered small, medium, and large, respectively. Table 3 reports the effect size that each predictor has on each outcome (MPI, IFR, DFR, and TFR). These effect sizes are reported for the entire group A sample as well as for the subset of cases classified as normal. The last row of Table 3 also reports the proportion of variance explained by the full set of predictors for each outcome measure.

### Table 3

<table>
<thead>
<tr>
<th>Test method</th>
<th>18–50</th>
<th>51–64</th>
<th>65–76</th>
<th>77–106</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-person</td>
<td>1,095 (9.2)</td>
<td>5,201 (10.7)</td>
<td>6,501 (13.5)</td>
<td>2,489 (19.5)</td>
<td>15,286 (12.6)</td>
</tr>
<tr>
<td>Telephone</td>
<td>5,705 (47.8)</td>
<td>22,372 (46.2)</td>
<td>24,159 (50)</td>
<td>6,355 (49.7)</td>
<td>58,591 (48.2)</td>
</tr>
<tr>
<td>NOS</td>
<td>5,146 (43.1)</td>
<td>20,888 (43.1)</td>
<td>17,615 (36.5)</td>
<td>3,955 (30.9)</td>
<td>47,604 (39.2)</td>
</tr>
<tr>
<td>Total</td>
<td>11,946 (100)</td>
<td>48,461 (100)</td>
<td>48,275 (100)</td>
<td>12,799 (100)</td>
<td>121,481 (100)</td>
</tr>
</tbody>
</table>

The last row of Table 3 reports the proportion of variance explained by the full set of predictors for each outcome measure.

### 2.10. MPI score in relation to dementia severity

Dementia severity was assessed for all 441 cases from group B by using the FAST. The FAST staging is a well-standardized measure of the course of cognitively related
Table 2
Characteristics of the clinical sample (group B) by FAST stage

<table>
<thead>
<tr>
<th>Group B Sample</th>
<th>MPI</th>
<th>Age</th>
<th>Years of education</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAST</td>
<td>N</td>
<td>%</td>
<td>μ</td>
<td>σ</td>
</tr>
<tr>
<td>1</td>
<td>94</td>
<td>21.3</td>
<td>60.4</td>
<td>11.6</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>15.9</td>
<td>52.5</td>
<td>15.0</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>19.1</td>
<td>50.1</td>
<td>17.0</td>
</tr>
<tr>
<td>4</td>
<td>125</td>
<td>28.3</td>
<td>36.7</td>
<td>16.0</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>10.2</td>
<td>27.8</td>
<td>15.1</td>
</tr>
<tr>
<td>6</td>
<td>23</td>
<td>5.2</td>
<td>18.4</td>
<td>9.8</td>
</tr>
<tr>
<td>2-6</td>
<td>347</td>
<td>78.7</td>
<td>40.7</td>
<td>18.8</td>
</tr>
<tr>
<td>All</td>
<td>441</td>
<td>100</td>
<td>44.9</td>
<td>19.2</td>
</tr>
</tbody>
</table>

NOTE. Sample size, MPI score, age, years of education, and female gender statistics are given for each FAST stage and are based on the first patient visit. All effect size statistics were computed by using FAST 1 (normal aging) as the reference group. Hedges’ g effect size statistics were computed for MPI, age, and education; odds ratios were computed for female subjects (see Methods).

Table 3
Effect sizes (Cohen’s $f^2$) of predictor variables on MPI, IFR, DFR, and TFR scores (outcomes) for entire group A sample and for those classified as normal

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Predictor effect size* on outcome (by classification group)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPI</td>
</tr>
<tr>
<td></td>
<td>All</td>
</tr>
<tr>
<td>Age group</td>
<td>0.682</td>
</tr>
<tr>
<td>Race</td>
<td>0.003</td>
</tr>
<tr>
<td>Years of education</td>
<td>0.040</td>
</tr>
<tr>
<td>Gender</td>
<td>0.020</td>
</tr>
<tr>
<td>Test method†</td>
<td>0.051</td>
</tr>
<tr>
<td>Wordlist</td>
<td>0.009</td>
</tr>
<tr>
<td>All but age</td>
<td>0.121</td>
</tr>
<tr>
<td>Variance explained by all predictors</td>
<td>55.0%</td>
</tr>
</tbody>
</table>

NOTE. For the entire group A sample (N = 121,481) and for those subjects classified as normal (N = 115,510), the outcome measures of MPI score, CWL IFR, DFR, and TFR scores were each regressed against the full set of predictor variables (age, race, education, gender, test method, and wordlist). To determine each predictor’s effect size, we removed it, re-ran the regression, and then computed Cohen’s $f^2$ statistic. Effect size was also determined for all predictors but age combined. The percentage of variance explained by the full set of predictors was also determined for each outcome measure.

Abbreviation: NL, normal.

*The magnitude of the effect size of Cohen’s $f^2$ statistic is negligible (<0.02), small (≥0.02 to <0.15), medium (≥0.15 to <0.35), and large (≥0.35).
†Group A sample size for race was <121,481 because of lack of requirement to report race. For normal + impaired, N = 8,033. For normal, N = 6,494.
entire group A sample. Correspondence analysis allows one to examine the effect of recalling or not recalling each word in each trial in relation to the entire sample. Each of these effects is represented as an optimal column score vector, and the effect of each case is represented as an optimal row score vector. We also included the age group categories as columns so that the effect of each age group could be examined. The first two dimensions (D1, D2) of these optimal column and row score vectors are plotted in Fig. 5 to show how age group and the recall or nonrecall of each word in each trial influences the classification of the cases as normal or impaired. There is one plot for each of the four trials. The cases are plotted as light gray dots for normal classification and as dark gray dots for impaired. The age groups are plotted as large dots (white, 18 to 50; light gray, 51 to 64; dark gray, 65 to 76; black, 77 to 106 years), and the recall or nonrecall of each word in a given trial is plotted as symbols labeled 1 to 10.

3. Results

In Table 1, the age group distributions of all predictor variables and of MCIS classification showed highly significant deviations from their expected frequencies across the four age groups. Examination of Cramer’s $\phi$ statistic for medium (0.15 to 0.35) or large (>0.35) effect sizes showed the following:

1. Education: no medium or large effects of education;
2. Race: a medium effect for whites aged 77 to 106 years;
3. Test method: medium effects for both in-person and telephone administration for age groups 51 to 64 and 77 to 106 years;
4. Wordlist: medium effect for wordlists 1 to 5, 7, and 8 for age group 77 to 106 years and medium effect for wordlists 7 and 8 for age group 51 to 64 years;
5. MCIS classification: a medium effect of class, Impaired, for age group 77 to 106 years.

In Table 2, the 441 subjects in group B had no statistically significant differences in either education or gender across FAST stages. There were statistically significant age differences ($P < .05$, Bonferroni adjusted) between FAST stages 1 and 4 to 6, between stages 2 and 5 to 6, and between stages 3 and 6. Median MPI scores significantly differed between all FAST stages ($P < .0002$, Bonferroni adjusted).
In terms of the effect of age, Fig. 5 shows that the older the age group, the greater the likelihood of being impaired (older age groups are to the left of younger age groups). In terms of the effect of recalling a given word, symbols labeled 1 to 10 on the right side of each graph show that words 1, 9, and 10 have approximately the same D1 value, but word 1 has a higher D2 value than words 9 and 10. Words 2 to 6 have approximately the same D1 value but different D2 values. The effect of repeated learning in Trials 2 and 3 (the second and third graphs) on these optimal scores is to bring them closer together to form three distinct clusters: word 1 alone, words 7 to 10 together, and words 2 to 6 together. The effect of the delay on recall in Trial 4 (the last graph) is to give words 2 to 10 very similar D1 values but different D2 values. Word 1 continues to remain separate (easiest to recall) from the other list words.

The optimal scores for not recalling the 10 words are the symbols labeled 1 to 10 on the left side of each graph. Not recalling word 1 always has a greater value associated with it than the other words, regardless of the trial in which it occurs. Also, the words are approximately ordered 1 to 10 from highest to lowest along the D2 axis, and the ordering becomes increasingly sequential with repeated learning (IFR Trials 1 to 3). After a delay (DFR Trial 4), the ordering of the nonrecalled words becomes slightly less sequential.

Figure 6 shows that both CWL TFR and DFR data and MPI score data distributions fit reasonably closely to a gaussian distribution, making them amenable to standard parametric statistical procedures.

Figure 3 shows the age distributions of the outcome variables MPI score, CWL TFR, IFR, and DFR scores, plotted against age for the entire group A sample. To visualize outcome measure differences in explanatory power, the black lines in each graph are the age-dependent mean scores and their 95% CIs as determined by piecewise linear regression of each of the four age groups against each outcome measure. To a first approximation, this visualization is correct because the variance explained by all other predictors was similar for the four outcome measures.

The $R^2$ values reported in the title of each graph are based on regression of the outcome variable against the full set of predictors. The three CWL free recall graphs show that given a particular free recall score, one cannot accurately predict a person’s age, and that given a person’s age, one cannot accurately predict their free recall score. In contrast, the MPI graph shows that either of these predictions can be much improved.

Table 3 shows the effect sizes of the predictor variables of MPI and CWL IFR, DFR, and TFR for the entire group A sample as well as for those classified as normal. The last row of the table shows the percentage of variance explained by the full set of predictor variables. In terms of the amount of variance explained by the predictor variables, they accounted for 2 to 3 times more MPI score variance than for the variance of the free recall score variables. In terms of predictor effect sizes, the magnitude of their Cohen’s $f^2$ statistics was classified by using the following qualitative scale [10]: negligible ($<0.02$), small ($\geq 0.02$ to $<0.15$), medium ($\geq 0.15$ to $<0.35$), and large ($\geq 0.35$). The effect size of age on MPI score was large, and it was small on IFR, DFR, and TFR scores. Predictors with negligible effect sizes on all outcome score measures were race and wordlist. Predictors with small effect sizes were education, gender, and test method. The effect size of all predictors minus age was small.

Figure 4 shows the MPI score distributions for each of the FAST stages 1 to 6. Visual inspection of these graphs suggests that they are not normally distributed and justifies the use of a nonparametric method to test for significant MPI score differences between them.

### 4. Discussion

The primary findings of the present article are the following:

1. MPI score accounts for 2 to 3 times more variance than currently used scoring methods.
2. MPI score decreases with increasing dementia severity as measured by FAST staging.
3. Age has a large effect on MPI score prediction but has only a small effect on predicting currently used scoring methods (ie, IFR, DFR, TFR). This suggests that scores based on numbers of words recalled are less informative than scores based on recall patterns.
4. The combined effect size of other predictors (gender, education, race, test method, and wordlist) is small for all outcome measures studied.
5. Recalling versus not recalling list-words across CWL trials contributes differently toward classifying normal and impaired persons.
   a. Recalling the first list-word has an effect that is distinct from all other words and is analogous to a primacy effect.
b. Not recalling the first list-word also has an effect that is distinct from all other words.

c. Repeated learning of the CWL causes words recalled from the middle of the list to cluster together and separately clusters words recalled from the end of the list.

d. The effect of a delay of several minutes before the DFR task is to spread apart the words within these clusters.

e. The effect of not recalling list-words is not simply the opposite of recalling them. The optimal scores
of nonrecalled words follow closely a temporally ordered sequence along the second optimal score dimension, with word 1 having the highest value and word 10 the lowest value.

The implication of the MPI score decreasing with increasing dementia severity is that if a person’s MPI score declines over time, it signifies increasing severity of dementia or cognitively related functional impairment. To increase classification accuracy further, persons whose MPI scores decline over time but are still in the normal range need to be subclassified into those whose decline is due to aging versus those whose decline is due to a dementing disorder. Such classification is complex and will be the subject of a future analysis with more sensitive biomarker indices of asymptomatic disease states. To distinguish age-related versus disease-related change will require combining the methodology of graphical hierarchical bayesian methods with cognitive processing models and then applying them to multiple data sets with the necessary attributes.

The finding that for the same test data, the MPI score explains 2 to 3 times more variance than the CWL recall score measures is important in terms of measuring treatment effect and increasing classification accuracy. The greater reduction in the variability of the MPI score is accomplished through greater explanatory power of the covariates (predictor variables), which explains \( \sim 55\% \) of the MPI score’s variance but explains less than 27\% of the variance of the CWL total score measures. The fact that Fig. 5 shows different effects of recalling or not recalling each word in each trial means that ignoring this information (which is what the total score measures do) increases the unexplained variance and lowers classification accuracy and measurement of treatment effect.

Why is the pattern of CERAD wordlist performance more informative than total number of words recalled after a delay, which has been the standard way of scoring memory tests? There are several potential answers derived from different perspectives. From a pure information theoretical perspective, the number of ways of recalling 10 words across four trials is \( 5.9 \times 10^{47} \), whereas the number of possible total scores on the delayed recall trial is 11. This means that there is much information being thrown away by reliance on a total score, and that some of this information is relevant to the task of classification and measurement. From a mathematical psychological perspective, the MPI scoring algorithm accounts for differential scoring of an item according to its position in the wordlist, to the number of times it has been presented, to the presence of a delay before recall, and to whether it was recalled. In our original study [5], this differential scoring of an item improved the ability to discriminate normal aging from MCI by approximately 12\% when compared with the DFR score. This means that these attributes of recall performance are important in discriminating a disease process affecting memory from that caused by normal aging. In the mathematical psychology literature, computational models of the order of recall have shown that these attributes improve the model’s predictive ability [8].

Currently, the most commonly used tests of memory (eg, California Verbal Learning Test, Hopkins Verbal Learning Test, Rey Auditory Verbal Learning Test, Wechsler Logical
Memory Scale, cognitive portion of the Alzheimer’s Disease Assessment Scale, standard scoring of the CWL) use the number of words freely recalled, with or without adjustments for age, gender, and education, to interpret results. The present study suggests that it is worth examining the pattern of recalled and not recalled items in other memory tests to see whether the proportion of explained variance and classification accuracy can be further improved. It would also be worth analyzing the wordlists used by these tests to determine whether their effect sizes on the outcomes are negligible.

Explaining more of the residual variance in free recall tasks among normal as well as cognitively impaired or demented individuals can do the following:

1. Shrink the confidence band around expected rates of change for a given subject group.
2. Help determine whether the expected change in a subject’s scores are:
   a. Within the expected confidence band, suggesting the subject is still normal.
   b. Significantly greater than the upper bound of the confidence band, suggesting a treatment effect.
   c. Significantly below the lower bound of the confidence band, suggesting a dementing disorder.

To produce such confidence bands for normal aging-related changes in memory is a nontrivial issue that involves careful analysis of various sources of measurement error and will be addressed in a separate study with the hierarchical bayesian methods previously described.

Age, race, gender, education, test method, and wordlist, either alone or combined, were negligible to small predictors (negligible to small effect sizes) of the variation in CWL scores of IFR, DFR, and TFR. In contrast, the effect size of age on MPI score was large, and MPI variance explained by the full set of predictors was 2 to 3 times greater than that obtained for the CWL free recall scores. These findings are consistent with the MPI score having more of its total variance explained (a higher signal:noise ratio) than do the CWL free recall scores.

The improved measurement characteristics of the MPI score over other scores based on the numbers of words correctly recalled can facilitate more accurate detection of the transition from normal aging to MCI and help distinguish treatment performances in amnestic mild cognitive impairment and Alzheimer’s disease. Acta Neurol Scand 2005;111:172–9.
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